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Abstract. This paper examines the feasibility of manifesting compositionality by a system of synfire chains.
Compositionality is the ability to construct mental representations, hierarchically, in terms of parts and their relations.
We show that synfire chains may synchronize their waves when a few orderly cross links are available. We propose
that synchronization among synfire chains can be used for binding component into a whole. Such synchronization is
shown both for detailed simulations, and by numerical analysis of the propagation of a wave along a synfire chain.
We show that global inhibition may prevent spurious synchronization among synfire chains. We further show that
selecting which synfire chains may synchronize to which others may be improved by including inhibitory neurons
in the synfire pools. Finally we show that in a hierarchical system of synfire chains, a part-binding problem may be
resolved, and that such a system readily demonstrates the property of priming. We compare the properties of our
system with the general requirements for neural networks that demonstrate compositionality.

Keywords: synfire-chains, compositionality, binding-mechanism, neural-networks

1. Introduction
of the spiking activity is also significant (Eckhorn et al.,

Neural networks are often used to model and under-
stand the way the brain works. Most of these models
assume that all semantic information is contained in the
spiking rates of the neurons (Hertz et al., 1991). Never-
theless, there is evidence that the fine temporal structure
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1988; Gray and Singer, 1989; Prut et al., 1998; Villa
et al., 1999). Synfire chains (Abeles, 1982, 1991) are
one of the models in which the temporal structure of
spike trains plays a pivotal role. A synfire chain (Fig. 1)
is a feed-forward excitatory network including a large
number of layers (here termed pools) of neurons, where
neurons in the same pool fire in an almost synchronous
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Figure 1. Schematic view of a synfire chain: Every neuron in pool
i projects to m neurons in pool i + 1. The width of the chain is
the number of neurons in a pool (eight in this example), and the
multiplicity (m) of a chain is the average number of cells in pool
P; 41 to which a cell in pool P; is connected (four in this example).

way. Abeles et al. had reported patterns of tight locking
(1-3 ms) when recording simultaneously from a num-
ber of cells in the frontal cortex of behaving monkeys
(Prut et al., 1998). A simple way of explaining such
findings is that these cells are part of an active synfire
chain.

Synfire chain models have striking properties.
Among these properties are: stability over a time span
of a few hundreds of milli-seconds (Abels et al., 1993,
1994), reproducibility (Abeles, 1991; Aertsen et al.,
1996a, 1996b; Diesmann et al., 1999; Postma et al.,
1996; Wong, 1997), learnability by a self-organization
process (Bienenstock, 1991; Doursat, 1991; Hertz
and Prugel-Bennett, 1995; Horn et al., 1999; Sougne
and French, 2001; Sterratt, 1999), and a large storage
capacity (Bienenstock, 1995; Herrmann et al., 1995).
However, the most advantageous property of the
synfire chains model is their ability to account for
compositionality; i.e., the ability to build complex
representations out of simpler parts and to reconfigure
the same parts in many different ways.

Bienenstock has suggested that compositionality
may be implemented by the dynamical binding of
weakly connected synfire chains (Bienenstock, 1991,
1992; Bienenstock and Geman, 1994; Doursat, 1991).
Simulations by Abeles et al. have shown the feasi-
bility of this idea (Abeles et al., 1993). According
to Bienenstock’s model, waves of activity in a syn-
fire chain represent the semantic atoms (e.g. CIRCLE,
RED), and synchronization of the activity in differ-
ent chains serves as the dynamical binding mechanism
(e.g. representation of a RED CIRCLE). Bienenstock
showed, using Markov models, that two weakly con-
nected synfire chains (as seen in Fig. 2) synchronize
their activity, provided that the two chains are coac-
tivated with appropriate initial timing (Bienenstock,
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Figure 2. Schematic view of two synfire chains: The intra-chain
connections are similar to Fig. 1. There are additional connections
between the two chains. The number of such connections per neuron
in a pool is much smaller than the number of intra-chain connections.
In the above figure, each neuron is connected to four neurons in the
next layer of the same chain and one neuron from the other chain.

1995). Arnoldi and Brauer describe a plausible mech-
anism for the synchronization of waves of activity in
two synfire chains with weak connections (Arnoldi and
Brauer, 1996) (their architecture is similar to the one
shown in Fig. 2): a leading activity wave in one of the
chains accelerates the propagation of an activity wave
in the other chain until both activity waves are synchro-
nized. Using simulations, they found that this mecha-
nism is effective as long as the initial distance between
the two waves of activity is less than 14-20 ms.

The aim of this work is to show that such synchro-
nization can be easily performed by a system of synfire
chains, and that such a system may solve simple bind-
ing problems.

Since compositionality is so central to cognition,
many neural network models for compositionality
have been proposed. Most such models use temporal
properties to bind primitive objects. von der Malsburg
introduced a dynamical binding mechanism based
on fast synaptic modifications (Triesch and von der
Malsburg, 1996; von der Malsburg, 1981, 1987; von
der Malsburg and Wiskott, 1996; Zucker, 1989). His
Dynamic Link Matching mechanism has been used for
computerized face identification (von der Malsburg
and Wiskott, 1996). In this mechanism, synapses may
be switched on very rapidly and then may relax slowly
to their resting level. These synapses are used as a
dynamical binding mechanism. Von der Malsburg
suggests using a combination of fast and slow synaptic
modifications in a model for learning and representing
composition (von der Malsburg, 1987). Triesch and
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von der Malsburg used this mechanism to build a
model for toy vision example (SQUARE on the
LEFT side, and TRIANGLE on the RIGHT side), and
proposed an experiment to verify their model (Triesch
and von der Malsburg, 1996).

Many neural network models for dynamic bind-
ing and compositionality have used phase locking
of oscillators to express binding (Biederman and
Hummel, 1992; Damasio, 1989; Horn and Opher, 1996;
Hummel and Stankiewicz, 1996; Horn et al., 1991;
Hummel, 2001; Shastri and Ajjanagadde, 1993). Oth-
ers have used spiking neurons to carry out a vari-
ety of analog computations (Maass, 1997; Maass and
Natschlager, 1997). Finally Bienenstock suggested that
synfire chains may be used for such dynamic binding
(Bienenstock, 1991, 1992, 1995, 1996; Bienenstock
and Geman, 1994). However he did not show that this
was actually possible.

In this work we introduce a neural network model
for compositionality by dynamic synchronization of
synfire chains. We will show that this model obeys most
of the desired properties for compositionality and is
consistent with biological cortical reality.

This paper proceeds as follows: In Section 2 we
review the methods used for deriving the results. In
Section 3 we introduce the binding mechanism, show
its robustness and describe its limitations. In Section 4
we introduce a mechanism for competition among syn-
fire chains and for limiting the amount of synchro-
nization with in a system of synfire chains. Finally, in
Section 5 we demonstrate compositionality by solving
a simple part binding problem. Section 6 summarizes
our results and discusses their relation to psychological
and biological models.

2. Methods

In this work we used both simulations and numerical
methods. The simulations were an extension of the one
used by Abeles et al. (1993).

2.1. The Neuron

The main properties of the simulated neurons were:

e The dendritic and axonal topology was overlooked,
such that the neurons were point neurons. However,
synaptic events were modeled as currents injected
into the cell body through the dendrites.

e Each neuron in the simulation had the following
properties: the “cell body” exhibited passive capac-

ity and leakage conductivities as well as active Na,
K and CI conductivities.
The neuron dynamics had three modes:

1. Integrating. The membrane potential followed
Eq. (1). Slow adaptation was introduced by allow-
ing the threshold to slowly follow the membrane
potential.

2. Firing. When the cell potential hit the threshold
and the cell was not refractory it “fired” an action
potential. The Sodium conductivity was raised
for 1 milli-second.

3. Refractoriness. The cell could not fire again for
3 ms (absolute refractoriness). K conductivity
was turned on 1 ms after the cell fired, and de-
cayed back with a time constant ¢ (relative re-
fractoriness).

The membrane potential of the cell body (V) behaved
according to:
dv
CE = gx(V — Vx) + ga(V — Vo)
+gna(V — Wna) +1 (1)
where the resting potential was considered to be
0 mV. I is the current injected to the neuron which
includes all synaptic sources as expressed by cur-
rents withdrawn from the cell body into the dendrites,
and external currents injected directly into the soma,
which was used to stimulate the neuron externally.
The conductivities of the different ions were chosen
such that the effective membrane time constant at
rest was 5 ms. We also checked the dynamics of
the system for smaller (1 ms) and larger (10 ms)
membrane time constants. The threshold was set to
14 mV above the resting membrane potential.
The excitatory synaptic current behaved like

_r
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where t; is the rise time, and 7, is the decay time
constant. Note that this current did not represent the
current flowing through the ionic channels at the
synapse, but the current that a remote dendritic de-
polarization would draw from the cell body.

The threshold level had a slight dependence on the
membrane potential level. The dependence followed
Eq. (2)

do
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where 7, =20 ms and o = 0.01
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Table 1. Values of parameters used in the simulation: The
values of most parameters were similar to those used in
Abeles et al. (1993), except for the membrane time constant
which was increased to better fit experimental results.

Name Description Value
71 Excitatory synaptic current, rise time 1 ms
12} Excitatory synaptic current, decay time 5 ms
trlise Inhibitory current, rise time 1 ms
TCII Inhibitory CI current, decay time 5Sms
r11< Inhibitory K current, decay time 20 ms
T Noise current, decay time 5 ms
Vo Membrane resting potential 0mV
[% Threshold potential 14 mV
T Membrane time constant at rest 5 ms
rlrff K conductivity decay time after firing 20 ms

e The noise current (/0isc) had a Gaussian amplitude
distribution with a decay constant of 7, ms. This
noise represented the outcome of balanced random
streams of excitatory and inhibitory inputs to the den-
drites, derived from neurons which were not included
in the simulations. The noise of the various cells was
uncorrelated.

e Inhibition was represented by reducing the depolar-
izing currents. 17% of the inhibitory current had a
decaying time constant of 20 ms, and the rest had a
decay timeconstant of 5 ms.

Table 1 contains the values of most of the parameters
used by the simulation.

2.2. The Network

e Inhibition was generated by a “pool” of neurons
which had post-synaptic and pre-synaptic connec-
tions with all the excitatory neurons as well as to
themselves. This pool was represented by one neu-
ron whose output was analog (the firing rate of the
pool).

e The current induced in each neuron was I = I, +
I, where Ij., was the dendritic current and /I,
was an optional external current. The dendritic cur-
rent represented all the synaptic currents induced by
the network as well as background noisy current pro-
duced by “other brain regions” which are not asso-
ciated with the processes studied in the simulation.

e A “sensory input” to the network was represented by

external current applied to a few designated
neurons.

e Three types of connections between excitatory neu-
rons were used:

1. Random Connections. Each neuron had weak
connections with 200 other random excitatory
neurons from the network. These connections,
along with the background noise, generated the
background activity of the network.

2. Synfire chains architecture. Synfire chains were
embedded in the network by adding strong con-
nection between pools of neurons.

3. Inter-chain connections. Connectivity between
synfire chains was embedded in the network by
adding strong connections between pools of neu-
rons from different synfire chains.

A second version of the simulation replaced the random
connections by an effective noise.This version included
only neurons from the synfire chains.

2.3.  Synfire Chain Parameters

Synfire patterns may span a few hundred ms (Abeles
et al., 1993). Diesmann et al. studies (1999), as well
as ours have shown that it takes a wave approximately
three milliseconds to propagate from one pool to the
next. A synfire chain should have 100-300 pools to
support such synfire patterns.The number of neurons
within a pool can not be fixed by known experimental
results, so a wide range of widths (30-100 neurons with
in each pool) was used in the simulations. Other reports
(Aertsen et al., 1996a, 1996b; Bienenstock, 1995) have
used 100 neurons per pool. Each neuron in one pool
may be connected to only a fraction of the neurons in
the next pool. Values of around 50% have been used
in many works (Aertsen et al., 1996a, 1996b; Abeles,
1991; Abeles et al., 1993) and also here. Possible ef-
fects of changing the number of inter-chain connections
and their strength were studied in our work. Table 2
summarizes the synfire chain parameters which were
frequently used.

In the simulation we measured the neurons’ dynamic
parameters, the collective parameters of pools (e.g.,
the number of firing neurons in a pool, correlation of
activity between two synfire chains), and the activity
waves (e.g., position of the wave in the chain and its
velocity).
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Table 2. Synfire chain parameters: The two synfire models which
were used in the simulations.

Name Description Model 1 Model 2
L Number of pools in the chain 100 300
w Number of neurons in a pool 30 100
m Intra-chain connections 15 50
Minter Inter-chain connections 2 5

2.4.  Transfer Matrix Method for Exploring
the Stability of Synfire Chains

The stability of propagation of activity along a synfire
chain was analyzed (Abeles, 1991) using a transfer-
function Ny (Nin) (The number of active neurons in
the post-synaptic pool as a function of the number of
active neurons in the pre-synaptic pool). This transfer
function is defined solely by the synfire chain archi-
tecture. The fixed points of the synfire chain dynamics
can be found through this method. This function is only
deterministic when there is no noise in the system and
activity (if exists) in each pool is exactly synchronous.
When noise is present, responses become probabilis-
tic and activity may be described by the pulse packet
model (Aertsen et al., 1996a). Using this model the
transfer function may be replaced by a transfer matrix
P;j, where P;; is the probability that j neurons will fire
in the next pool within the following t milliseconds,
given that i neurons fired in the pre-synaptic pool at the
last T milliseconds. An example of such a matrix can
be seen in Fig. 3.

Figure 3 shows that the transfer function is the first
moment of the transfer matrix

N
ji)y=) kPy
k=1

Here we use i, and j instead of Nj, and Ny re-
spectively, and N is the number of neurons in a
pool.

To calculate P;;, the pulse packet model (Aertsen
et al., 1996a) was used. A stable isolated pulse packet
was created. Then the post-synaptic firing time distri-
bution was calculated when only i of the W neurons of
the pool were active. The total activity within the first
5 milliseconds after the mean firing time of the pre-
synaptic pool, yielded the mean activity level of the
post-synaptic pool (x;). Then, using a binomial distri-

bution, we calculated P;;:

wi\ w\V W
Pi=[(= 12 -
! (W) < W) JUW — !

Using discrete time, a recursive formula may be used
to calculate the probability P(m, t = k + 1) (the prob-
ability that m neurons of the k + 1 pool are active):

w
Pim.t =k+1)=>_ PuPl.t=k)
i=0

This method was used to study the effect of a wave
in one chain on the velocity of a wave in another one,
to study the effect of inhibition on waves, and the spon-
taneous generation of a wave in one chain by a wave
propagating in another chain.

3. The Binding Mechanism

The building blocks of our compositional model are
activity waves propagating along synfire chains. Dy-
namic binding of synfire chains is expressed by syn-
chronizing the waves across chains. Such binding has
already been introduced (Bienenstock, 1995), and im-
plemented for synchronization between two chains
(Arnoldi and Brauer, 1996). Assuming a few inter-
connections between two synfire chains (Fig. 2), when
an activity wave is propagating along one synfire chain
it will cause subliminal depolarization of neurons in
the other synfire chain (Fig. 4). When there is no activ-
ity wave at the other synfire chain, this depolarization
fades away. If within a short delay, an activity wave
is propagating along the other synfire chain, the depo-
larization will speed up its velocity, until both waves
synchronize.

3.1. Speed Profile for Interaction

For simplicity, we consider waves in two synfire chains
as synchronized when activity waves in both chains
exist at corresponding pools. The interaction between
two such waves may be reduced to the effect of one
wave on the velocity of the other. The detailed neural
network simulation and the pulse packet were used for
analyzing this effect. Figure 5 shows the velocity of
the lagging wave as a function of its distance from the
leading one, as was derived in both methods.

The neural network simulation was used to deter-
mine how waves moving along two synfire chains
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Figure 3. Transfer of activity from one pool to the next: A: The transfer matrix for one link with 100 neurons per pool. The X-axis is the
number of active neurons in the pre-synaptic pool, the Y-axis is the number of active neurons in the post-synaptic pool, and the brightness of
each point reflects the probability that Ny, neurons in the post-synaptic pool would be active if Ny, neurons were active in the pre-synaptic
pool. B: shows the transfer function for the same case, that is the expected Noy of (A). If Noy of one pool serves as Nj, of the next, as in a
long synfire chain with uniform architecture, then the intersections with the line Ny = Nj, depict three putative fixed points (Noy = Njp) for
propagation along the chain, as in Abeles (1991), two of which are stable. Near Nj, = 2 only low spontaneous firing exists; near N;; = 90
almost all neurons in a pool fire within 5 ms and the intersection around N;, = 25 is not stable. Activity a little below it is expected to fade into
the spontaneous rate, while activity a little above is expected to build into the almost full wave. C: A vertical cut through (A) at Nj, = 30. This
yields the probability that Ny, neurons would become active in the post-synaptic pool when 30 neurons were active in the pre-synaptic pool. D:
shows the dispersion of the number of neuronsin the post-synaptic pool relative to the number of active neurons in the pre-synaptic pool. The
dispersion is maximal around the unstable fixed point and slightly above it. The above plots were derived for an isolated wave with 100 neurons
within each pool, multiplicity of 50%, oy =4.5mV,0 = 14mV, t; =2 ms, 75 = 5 ms, and 7, = 5 ms.

synchronize. Figure 6 shows an example of the output
of this simulation. On the plot the initial delay between
the two waves is small, so, they synchronize after 60
milliseconds.

3.2.  Synchronization Time and Range

We used the detailed simulation to study the relations in
the initial delay between two waves and synchroniza-
tion. When the initial delay is too large, the subliminal
depolarization elicited by each wave in the other chain
decays before the wave in the other chain arrives. To
learn more about the statistics of the synchronization

process we repeated each simulation, with the same
parameter set and initial conditions, 40 times with dif-
ferent random seeds. For Model 1 chains (Table 2) we
used an average connection between two neurons in
successive pools of about 0.09 6, and an average con-
nection between two neurons successive pools in two
different chains of about 0.03 8. We measured the prob-
ability that the two chains would synchronize their ac-
tivity before they reached the end of the chain. The re-
sults indicate that if the initial temporal delay between
the leading and lagging wave is shorter than 16 ms,
they will synchronize in more than 50% of the runs.
For longer initial delays they will rarely synchronize
(Fig. 7).
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Figure 4.

Intracellular voltages in two synfire chains. Each box shows the mean depolarization along 100 pools of a synfire chain not including

action potentials. There is a peak at the position of the activity wave (at pool 30 in the first chain and at pool 9 in the second chain) followed
by valley (relative refractoriness effect). There is a smaller peak at the appropriate position on the other chain (pools 8-10 in chain 1 and pools

28-30 in chain 2). This peak decays to baseline within a few pools.

A similar analysis with long synfire chains (Model 2
with 300 pools) shows that the maximal initial delay for
synchronization may be larger (23-27 milli-seconds),
yet it takes a long time to synchronize waves that start
with such delays (about 500-600 ms).

To study the relations between the initial delay and
the synchronization time, we again used the statistics
from the simulation, and found (Fig. 8) that the syn-
chronization time increases almost exponentially with
the initial delay.

Reaction time in psychophysical experiments which
require simple binding is 400-600 ms (Cohen and
Shoup, 2000). Since such tasks include processes be-
yond simply binding, the binding time must be less
than 200 ms. This corresponds to a maximal initial de-
lay between waves of 15-20 ms. Arnoldi and Brauer
obtained similar values for the maximal initial de-
lay (Arnoldi and Brauer, 1996). With other architec-
tures and/or synaptic time profiles, there may be longer
maximal delays.

3.3.  Bounds on the Binding Mechanism

The synchronization time and maximal initial delay
for which waves become synchronized depend on the
strength of the connections between neurons in the
same chain (intra-chain) and neurons from different
chains (inter-chain). Strength is defined as the product
of the multiplicity of connections by the strength of
each synaptic contact. In the above example we used a
ratio of 1:15-1:20 between the strength of intra-chain
connections and inter-chain connections. Strong con-
nections between chains enable synchronization when
the initial delay is larger. However with strong inter-
chain connections a wave propagating along one chain
may spontaneously elicit a wave in the other chain.
We denote this phenomenon ‘spontaneous synchro-
nization’, because the second wave will arise in syn-
chrony with the first wave.

We studied the process of spontaneous synchroniza-
tion using the transfer matrix method (Section 2.4).
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Figure 5. Velocity profile during synchronization: The X-axis is the time difference between the leading and lagging waves. When this
difference is above 25 ms, the effect of the leading wave is negligible and the two waves progress at the speed of one pool every 3 ms. When the
delay to the lagging wave is below —5 ms (i.e. the lagging wave is actually in front of the leading one) there is no effect either. In between, the
lagging wave is being speeded up, reaching a maximal speed at approximately 3 ms. The position of the peak depends on the cross connection
architecture and the shape of the EPSP. Here the cross connections are from pool i of one chain to pool i + 1 in the other, and the EPSP builds
gradually within 3 ms. Had the cross connection been from pool i in one chain to pool i + 2 in the other the peak would be around O delay. The
solid line results from numerical analysis using the transfer matrix. The results are similar to those obtained by simulation (crosses). Simulation
parameters as in Table 1 and Model 1 of Table 2. The synaptic strength within the chain was 0.8 mV, and between chains 0.8 mV.
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Figure 6. Evolution of activity in two synfire chains: The simulation results for a system of two synfire chains. The X -axis is time in milliseconds,
the Y-axis is the position along the chains, and the gray scale of the pixel is the number of active neurons at a pool at a given time point. In each
chain an activity wave was initiated by injecting strong current to the neurons of the first three pools. The initial delay was 11 ms and the waves
become synchronized after a short while.
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Figure 7. Probability of synchronization. The probability that waves of activity in two synfire chains will become synchronized as a function of
the initial delay between them. When the initial delay between the two waves is less than 13 ms they almost always synchronize their activities
within 100 pools. When the initial delay is larger than 18 ms they rarely become synchronized. Using 50% as criterion, the maximal initial delay

for synchronization is around 16 ms.

The architecture included two synfire chains with some
connections between them (Fig. 2). The effect of the
following parameters were studied: the number and
strength of the inter-chain connections; the intra-chain
connections; and the level of background noise. The lat-
ter determines the spontaneous firing rate of the neu-
rons (Fig. 9).

We first calculated a transfer matrix for the activity
in chain no. 2, given a wave in chain no. 1 (Fig. 10(A)).
Then we used this matrix to analyze the effect of a trav-
eling wave in chain no. 1 on the activity in the corre-
sponding pool of chain no. 2. This was done by calculat-
ing the probability that N neurons within a pool of the
second chain would fire when the wave in the first syn-
fire chain reached the corresponding pool (Fig. 10(B)).

The transfer matrix of the second chain (Fig. 10(A))
is biased toward the creation of new waves (e.g., when
40 neurons fire in pool i, 60 to 80 are expected to fire
in pool i + 1), so it is expected that activity should
build up until a full blown activity wave will propagate

along the second chain. Figure 10(B) shows that at each
pool the activity along the second chain builds up, until
after10-15 pools it becomes a full blown activity wave
(at least 80 of the 100 neurons of the pool are firing).

We repeated the above analysis for different values
of background noise and inter chain connectivity. For
each set of parameters, we estimated the probability of
generating a spurious wave as the probability that more
than half of the neurons in pool 70 of the second chain
fired when the activity wave in the first chain reached
pool 70.

Figure 11 shows that spontaneous synchronizations
are very rare for low background noise (o, < 4.2 mV,
which means a background firing rate of 1 spike
per second or less). For stronger noise levels the
need to avoid spontaneous synchronizations sets a
limit on the maximal possible inter-chain connection
strength and therefore shortens the maximal synchro-
nization distance. Similar results were found in detailed
simulations.
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Figure 8. Effect of the initial delay on the synchronization time.

4. Competition Among Synfire Waves

Composite objects may be represented by binding sim-
pler components. In our model, each component is rep-
resented by an activity wave propagating along a synfire
chain, and binding between components is achieved by
synchronization of these activity waves. Components
may bind in several ways to form completely different
composite objects (like words which are composed of
characters). In such a scenario almost all synfire chains
will be connected to each other. When two distinct ob-
jects are presented simultaneously, there is a danger that
all the component-waves will synchronize to represent
one mega object.

To avoid such situations some form of competi-
tion among synfire chains is needed. This may be
achieved by inhibitory neurons that increase their ac-
tivity when waves become synchronized. To test the
feasibility of such a mechanism we first evaluated the
stability of bound and unbound waves (Section 4.1),
and then introduced a modified synfire chain which in-
creases the sensitivity of inhibition to synchronization
(Section 4.2).

4.1. The Effect of Inhibition on the Stability of Waves
Representing composite objects by synchronized
waves requires that these waves be more robust to
inhibition, such that when there is a competition
between a group of synchronized waves and a solitary
wave the latter will fade away, while the synchronized
waves will remain. To examine the effect of inhibition
on the stability of synchronized and unsynchronized
waves, we simulated such waves in synfire chains
subject to constant inhibition. When less than 50% of
the neurons in a pool were active we considered the
wave to be extinguished. Using the transfer matrix
method we repeated this experiment for different
values of inhibition level. Where, inhibition level
is the amount of inhibitory current injected into the
neuron. Figure 12 shows the range of inhibition where
synchronized waves are stable and unsynchronized
waves fade away. The width of this region depends
on the amount of synchronization between the chains.
Stronger connections between synfire chains broaden
this region. The stability of the waves is almost binary:
they are either stable for the entire chain length, or fade
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Figure 10. Example of transfer between two chains: Chains as for Model 2 of Table 2. In these conditions spontaneous synchronization
occurred. A: The transfer matrix for the second chain when biased by a wave traveling along the first chain. B: The probability that N neurons
would fire at pool ¢ of the second chain when an activity wave along the first chain reached pool ¢. Intra-chain EPSP equals inter-chain EPSP of
0.5 mV, and background noise of 4.5 mV. The inter chain connectivity was about % of the intra chain connectivity.

away within 10-20 pools, which is concordant with Inhibition can be effective in selecting between syn-
results that propagation along synfire chains has two chronized and unsynchronized waves if:

stable fixed points stable propagation (almost all neu-

rons fire in synchrony), or decay. All waves converge 1. When none of the waves are synchronized, unsyn-

to one of 15 these two modes within a few pools. chronized waves propagate freely.
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creation of associative waves, 6 = 14mV, 100x100x50, 5 inter chain connections

0.025

single inter chain connection strength [6]

Figure 11. The probability of spontaneous synchronization: The probability of spontaneous synchronization versus the background noise level
(0y) and the strength of an inter-chain connection. The noise level is given in mV, the EPSP of the inter-chain synapse is given as a fraction
of the threshold. The graph shows that for a low noise level (o, < 4.2 mV) there is no spontaneous synchronization. Yet, for noise levels that
can account for spontaneous firing rates of more than 2 spikes per second, spontaneous synchronization occurs at moderate levels of inter-chain

connections.

2. When some waves are synchronized, the activity of
the inhibitory neurons increases to the level where
synchronized waves are stable and unsynchronized
waves fade after a short period of time.

Thus, the inhibitory level before synchronization
should be below 1.2 pA, and synchronization of waves
should increase the inhibition to the level of 1.2—1.5 pA,
where synchronized waves are stable while unsynchro-
nized are not. Synchronization between activity waves
increases the propagation velocity of these waves and
therefore the number of units firing per unit time in-
creases. Thus, even if the inhibition is only affected
by the global firing rate, synchronization will lead to
enhanced inhibition.

4.2.  Inhibition Which is Sensitive to Synchronization

By adding a few inhibitory neurons to each pool in
the synfire chain (Fig. 13) one can further increase

the amount of inhibitory current when waves are
synchronized.

Each inhibitory neuron receives synaptic connec-
tions from the excitatory neurons of the previous pool,
but inhibits the entire network. Preferably, the strength
of the excitatory connections to the inhibitory neu-
ron are lower than the strength of connection be-
tween two excitatory neurons. In this way, when un-
synchronized waves propagate along a synfire chain
only a small fraction of the inhibitory neurons fire,
while when waves are synchronized most of the in-
hibitory neurons will. Note that each inhibitory neuron
may take part in many synfire pools, so that the to-
tal number of inhibitory neurons may be considerably
smaller than the excitatory ones. Each inhibitory neu-
ron in one chain also receives excitatory connections
from corresponding pools in synfire chains which may
become synchronized with its chain. Such inhibitory
neurons are expected to act in one of the following
modes:
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Figure 12. Effect of inhibition on synfire waves: Mean lifetime of unbound and bound waves in synfire chains as a function of the inhibition
level (total inhibitory current injected into the neuron). The mean lifetime of a wave is the number of pools it traversed until the probability of
its decay is 50%. The synfire chains were as described by Model 2 in Table 2. The background noise had ¢ = 4.5 mv, the strength of each
connection (both inter-chain and intra-chain connections) was 0.2 mV. The bound wave was more stable for all inhibitory levels. The maximal
difference was in the 1.2-1.5 region, where unbound waves fade away almost immediately, whereas bound waves are very stable.

® - Inhibitory neuron
O - Excitatory neuron

Figure 13. Synchronization sensitive synfire chain: Each inhibitory
neuron is activated by excitation from neurons in the pre-synaptic
pool and inhibits the whole network. We used synfire chains with
100 excitatory neurons and 20 inhibitory ones in each pool. Each
excitatory neuron provides 50 connections to excitatory neurons in
the next pool and 10-25 connections to inhibitory neurons in the next
pool. All the connections between excitatory and excitatory neurons
and excitatory to inhibitory neurons have the same strength.

1. When there is no activity wave traveling along the
synfire chain, the inhibitory neurons fire at a low
background activity level, and the inhibition is very
weak.

2. When an unsynchronized activity wave is propagat-
ing along the chain, the tendency of the inhibitory
neurons to fire increases and a partially saturated
wave of inhibitory activity propagates along with
the excitatory wave. This causes some increase in
the inhibitory level.

3. When synchronized waves propagate along two
chains, inhibitory neurons acquire more pre-
synaptic inputs, increasing the saturation of the
inhibitory wave. Synchronization amongst several
waves will result in an even higher inhibitory level.

In this way, once some waves bind to each other the
increased inhibition slows down the other waves and
lowers the likelihood of their becoming synchronized
too (preventing the formation of one mega object), or
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even causes the unsynchronized waves to decay and
disappear (separating between object and background).

4.3.  The Effect of Synchronization
on the Inhibitory Level

We explored the effect of unsynchronized as well as
synchronized waves on the inhibitory level by the pulse
packet model (Aertsen et al., 1996a). Graphs of the
firing probability of the inhibitory neuron versus the
number of pre-synaptic excitatory to inhibitory con-
nections were plotted for unsynchronized and synchro-
nized waves (Fig. 14). Extensive excitation from the
previous pool will increase the firing probability of the
inhibitory neuron. Hence, additional excitatory input
from other waves will only have a marginal effect on its
firing probability and therefore the synchronization ef-
fect on the inhibition will be weak. In contrast when the
number of connections from the previous pool is small,
the firing probability due to propagation of unsynchro-

nized waves is low, and the effect of synchronization
with other waves is much stronger. Thus, effective sen-
sitivity to synchronization is achieved when the vertical
distance between the two graphs of Fig. 14 is large.

From Fig. 14 we expect the regulating mechanism to
work well when the firing probability in the presence
of unsynchronized waves is less than 50% (In our ar-
chitecture there were less than 25 synaptic connections
between excitatory neurons and an inhibitory neuron
in a subsequent pool of the same chain). Adding more
inter-chain connections will increase the difference be-
tween the firing probability for synchronized and un-
synchronized states, but also increase the probability
of eliciting spurious waves.

5. Hierarchy

We use the simple part binding problem to illustrate
how synchronization among synfire chains may resolve
a complex scene as shown in Fig. 15.

6,=4.5 mV,6=14 mV, W.=W,=0.2 mV, n,, =5, 300x100x50x5
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Figure 14. The effect of excitatory inputs on the inhibition: The firing probability of an inhibitory neuron versus the number of its excitatory
inputs is plotted when an unbound (dashed line) or bound (continuous line) waves are propagating along the chain. The number of connections
to inhibitory neurons from other chains per pool is fixed (5 connections per neuron). It is apparent that binding increases the inhibitory level in
all cases. When the firing probability for an unbound wave is smaller than 50% (there are less than 25 synaptic connections between excitatory
neurons and an inhibitory neuron in the subsequent pool), binding of the wave increases the inhibitory level by more than a third of its original
level. Each chain was as described by Model 2 in Table 2. The background noise level was oy = 4.5 mV.
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Figure 15. A simple part binding: On the left three possible images
are shown. In the upper case, the upper two lines combine and form
the letter “T’. In the middle, either letter (“T” or ‘L") is possible, but
not both of them simultanously. In the lower case, the lower two lines
combine and form an ‘L.

The three lines in Fig. 15 do not make much sense.
However, pairs of lines do (either the letter ‘L’ or “T”).
We extend our model by assuming that on a higher level
the abstract notions of T and L are represented, such that
when the first two chains are synchronized they initiate
an activity wave in a synfire chain representing the let-
ter “T’. Binding the second and third chains initiates an
activity wave at a chain representing the letter ‘L’. The
system architecture is shownin Fig. 16, where the five
chains include both excitatory and inhibitory neurons
(Fig. 13). The inhibitory connections are local to their
level (Braitenberg, 1986); that is, the inhibitory neurons
from the lower level inhibit all the neurons in the lower
level, whereas the inhibitory neurons from the upper
level inhibit all the neurons in the upper level. The rela-
tive positioning of the lines is represented by the initial
times of the activity waves in the appropriate synfire
chains.

To investigate under which conditions chain 4 (or
chain 5) became active, we fixed the temporal distance
between activation of chains 1 and 3 at 26 ms and stud-
ied the effect of the time of activation of a wave in chain
2 (in between 1 and 3) on the system dynamics.

5.1. Part Binding Problem

Simulation results for such a system are shown in
Fig. 17. The top panel shows the activity of all three
synfire chains at the lower level. Activity is started in
chain 1 at 60 ms by strongly stimulating its first 3 pools,

4

1L
VAN

Cl C2 C3

O -Area
[J -Synfire chain
-« - Inter-chain connections

Figure 16. Network architecture: Synfire chains 1,2,3 represent
lines, whereas chains 4 and 5 represent symbols. All the chains within
an area share inhibition. There are weak connections between the first
three chains. Chain 4 is connected to chains 1 and 2 in the lower area,
and chain 4 is connected to chains 2 and 3. All the chains include
excitatory and inhibitory neurons.

13 ms later chain 2 is activated and 13 ms later chain
3 is activated. At the beginning all 3 chains are active
and weak activity arises in chains 4 and 5 of the higher
level. The closer waves 1 and 2, the stronger the activity
in chain 4, and shortly after waves 1 and 2 synchronize,
a full blown activity wave is seen in chain 4. The com-
petition between waves from the same level is apparent
by the fact that synchronization of the first two waves
stops the activity of the third wave, and the fact that the
stronger the activity in chain 4 the weaker the activity
in chain 5.

The confusing initial scene was resolved into a ‘T”,
and the components of this letter are recognizable by
the fact that the waves representing these components
are synchronized with the wave representing the T.

By repeating simulations such as in Fig. 17 for 48
times we estimated the probability of retrieving ‘T’
(or °L). Figure 18 shows that the system succeeded in
retrieving a representation under all conditions. When
two of the lower level waves are close, it chose the same
representation on every trial. For ambiguous scenes
both representation are possible, yet only one of them
was retrieved at any given simulation run.

Note the slight asymmetry in the crossover time
(57% of the delay between 1 and 3). Thus, synchro-
nization of the leading two waves is preferred upon
the synchronization of the lagging two waves; that is,
binding of early shown components is more probable.
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Figure 17. Example of activities during binding: The activity of the five synfire chains during a simulation with dj» = 13 ms and d3 = 26 ms.
The X-axis of each box is the simulation time, the Y -axis is the pool index, and the color of the pixel describes the number of active neurons in
a pool at a certain time. The upper box describes the activity of the three synfire chains in the lower level (the lines). The middle box describes
the activity of chain 4 (the representation of the letter “T”). The lower box describes the activity of chain 5 (the representation of the letter ‘L’).
The activity of the three chains from the lower level initiates some activity at the two chains from the higher level. When the leading two waves

become synchronized, an activity wave starts propagating along chain 4.

5.2.  Priming

When areader sees the characters ‘SHAL’ he expects to
see another ‘L. If the next character is ambiguous, the
probability of interpreting it as ‘L’ increases. Such ef-
fects are called priming in the psychological literature.
We tried to model such priming by increasing the back-
ground firing of the neurons in the chains representing
‘L, without creating activity waves in this chain. This
was done by decreasing the threshold of the excitatory
neurons in the appropriate synfire chain by 1.1 mV.

Figure 19 shows an example of the priming effect on
the symmetric initial conditions (chain 2 is excited ex-
actly in the mid-time between chains 1 and 3). While in
the unprimed situation the system retrieved ‘T, it now
retrieved ‘L, because partial synchronization between
waves 2 and 3 at the lower area was enough to initi-
ate an activity wave at the higher area, which in turn
facilitated synchronization between the component
waves.

Priming was tested for the same range of initial con-
ditions as in Fig. 18. The priming effect (Fig. 20) on the
two probabilities graphs is different: (1) The additional
excitation makes the retrieval of ‘L’ easier almost with-
out changing the behavior of its probability shape, (2)
for the other chain (“T”) there are two effects: (a) the fact
that it is easier to retrieve ‘L’ makes it harder to retrieve
‘T’ and lower its retrieval probabilities, (b) increasing
the background firing of some neurons in the area (those
of chainrepresenting ‘L") caused an increase in the inhi-
bition level which reduced the probabilities of retriev-
ing ‘T” even more. The first two properties caused a
left shift of the range of confusion. The last one caused
some asymmetry in the graph because the additional
inhibition made retrieval of any solution harder.

The above example illustrates an important property
of the hierarchical system of synfire chains; mainly, its
ability to use a bidirectional stream of effects in resolv-
ing an ambiguous scene. The bottom-up streamis clear:
activity waves in the lower level of the system may
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Figure 18. Retrieving ‘L’ or ‘T’: Retrieval probability of the letters ‘L’ and ‘T’ versus the initial temporal distance between the leading two
waves. When the two parts of the letter “T” are very close (small d},) the system always retrieved this representation. When the two parts of the
letter ‘L’ are close, it retrieved this letter representation, while at an intermediate range both representation were possible. The model almost

always (in more than 88% of the simulations) resolved the scene and selected either ‘T or ‘L.

initiate activity at the higher level. The top-down stream
is demonstrated in Fig. 19, when around 100 ms par-
tial synchronization of waves 2 and 3 initializes some
activity at chain 5. This stabilizes the activity waves
at chains 2 and 3 in the lower level and helps them to
overcome the possible synchronization between chains
1 and 2. The competition at both levels is shown both
by the fact that the leading wave fades due to synchro-
nization of the lagging two waves, and the negative
correlation between the activity in chains 4 and 5.

6. Discussion

The issue of defining the neural mechanisms for bind-
ing is being extensively debated (e.g. Gray, 1999;
Reynolds and Desimone, 1999; Riesenhuber and
Poggio, 1999; Roskies, 1999; Shadlen and Movshon,
1999; Singer, 1999; Treisman, 1999; von der Malsburg,
1999). Shadlen and Movshon (1999) argued that unless
connectivity is very low, the network is small, and the
firing-rates are low, synchronization cannot be used to

mark the synchronized component, nor can it be used
to elicit a higher level representation of a compound
object. Our simulations demonstrate, by way of ex-
ample, that these claims are false. Our simulations of a
part-binding problem contained 50,000 excitatory neu-
rons, and the background noise in these simulations
represented the uncorrelated activity of approximately
100,000 spikes per neuron per second. Nevertheless the
system could easily resolve the two different scenarios
(two out of three lines represent either the character ‘L,
or “T”). Synchronization here was not just a signal of
what is synchronized to what (as Shadlen and Movshon
claimed), but also the mechanism by which the compo-
nents selected the higher level representation. The main
difference between our simulations and their argument
is that they assumed all neurons of a component (or
object) should fire together, whereas our synfire repre-
sentations are based on orderly sequences of co-firing
neurons.

The main features of the present neural-network
model for compositionality may be summarized as
follows:
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Figure 19. Example of activity during binding with priming: The activity of the five synfire chains along the simulation with priming for the
letter ‘L’ (chain 5). dj2 = 13 ms and dj3 = 26 ms. The X-axis of each box is the simulation time, the Y-axis is the pool index, and the color
of the pixel describes the number of active neurons in a pool at a certain time. The upper box describes the activity of the three synfire chains
in the lower level (the lines). The middle box describes the activity of chain 4 (the representation of the letter ‘T”). The lower box describes
the activity of chain 5 (the representation of the letter ‘L’). The activity of the three chains from the lower level starts some activity at the two
chains from the higher level. The priming effect can be seen as some low level of activity in all the pools of chain 5 (Starting at 60 ms). Chain 5
activity strengthens the activity waves at chains 2 and 3. After a short time the activity wave in chain 1 dies out, and the lagging two waves are
synchronized. Their synchronization strengthen the activity wave in chain 5 and stop the activity at chain 4.

1. Components are represented by activity waves prop-
agating along synfire chains. The relation between

activated in the same manner as the excitatory neu-
rons in the chain, but inhibit all the neurons in the

the different components is mapped to relative de-
lay between these activity waves. Each synfire chain
represents one element (‘a line’, ‘a junction’, ‘a let-
ter’, ‘some part of an object’, ...).

. Binding is expressed by synchronization among ac-
tivity waves at different synfire chains. The relative
delay between activity waves in different synfire
chains provides the binding information (when the
relative delay is large they are detached, whereas
when it is short they are bound). A few cross
links between synfire chains allows synchronization
when the relative initial delay is not too large.

. Global inhibition can regulate the total amount of
synchronization within each group of synfire chains.
The sensitivity of the global inhibition to the amount
of synchronized waves may be increased by adding
inhibitory neurons to the synfire chains. These are

region.

. Solutions to binding problems are facilitated by in-

troducing a hierarchy of synfire chains. Each item
is represented by a synfire chain. Objects of similar
complexity reside in one ‘area’ and share inhibition.
Reciprocal links between synfire chains in different
areas represent which components might comprise
a compound object. The connections between syn-
fire chains from different areas and the existence
of competition only within an area (by the global
inhibition) constitute the ‘grammar’ of the synchro-
nization process.

. Reciprocal links between areas provide the means

for simultaneous bottom-up and top-down binding.
When two objects from different hierarchy levels
are connected, they mutually affect each other. Syn-
chronization of chains from lower levels initiates
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Figure 20. Retrieving ‘L’ or ‘T with priming: Retrieval probability of the letters ‘L’ and ‘T’ versus the initial temporal distance between the
leading two waves. When the two parts of the letter “T” are very close (short di7) the system always retrieves this representation. When the two
parts of the letter ‘L’ are close, it retrieves this letter representation, while at an intermediate range both representations are possible. The main

effect of priming is seen as a shift of the intermediate region to the left.

activity at higher levels, and bound activity from
higher level stabilizes the activity of synfire chains
from lower levels.

Several of the points above were suggested and some
were studied in the past. Representation by waves in
synfire chains were explicitly or implicitly assumed by
most studies on synfire chains. The process of synchro-
nization between two synfire chains was studied in sim-
ulation by Arnoldi and Brauer (1996). The suggestion
that such synchronization is the basis for binding was
first made by Bienenstock (1991, 1996). We have ex-
tended these studies by more quantitative studies and by
introducing the transfer matrix method, which allows
for numerical evaluation (rather than detailed simula-
tions) of the behavior of waves in a synfire chain.

To the best of our knowledge, the issue of compe-
tition among synfire chains has only been raised and
studied quantitatively here. This is also the first time
the advantage of including inhibitory neurons in syn-
fire chains, and the quantitative study of its effects have
been investigated. A somewhat similar structure of a
multi-layered feed-forward network with inhibitory

neurons was suggested by Shadlen and Newsome
(1998). In their case the inhibition was fed only to
the next layer and was designed to prevent synchrony
from being built up. In our case the output of inhibitory
neurons is fed to the entire region and not just to the
subsequent layer. As a side issue, we note that even the
strict feed forward inhibition between layers could not
prevent the buildup of synchrony (Litvak et al., 2002).

It is well accepted that in the brain, different levels
of complex representations are instantiated in different
cyto-architectonic areas, and that the connections be-
tween such areas are reciprocal (Van Essenetal., 1991).
Many have suggested that these connections are used
in a top-down manner to speedup resolution of ambigu-
ous scenes. To the best of our knowledge, we are the
first to demonstrate how this is actually done by way
of a detailed neural network model. In our simulations
each neuron fired one spike during half a second. It is
not known whether attractor neural network can work
at such low firing rates. Activity in a network of syn-
fire chains may be ‘read out’ very quickly, a couple
of synchronously firing groups can be used to resolve
which synfire chain is active within 6 msec. Fix point
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attractors with low firing rates may take much longer
to identify. Furthermore, since each neuron may take
part in multiple synfire chains (the number of synfire
pools is of the same order of magnitude as the number
of neurons (Bienenstock, 1995; Herrmann et al., 1995),
the same network may be used to solve a large number
of problems. Thus we believe that synfire chains can
accomplish this task faster and with lower firing rates
than in a system of cardinal cells (Barlow, 1995) based
on firing rate codes. In the examples given here, we
showed two types of binding: conjunction of two parts
of a novel object, and the binding between parts and
retrieval of a known complex object.

Prior expectation for a given solution biases the res-
olution of an ambiguous scenario towards that solution.
The effect was small. The crossover point was shifted
from 57 to 50% (Figs. 18 and 20), but so is the prim-
ing effect in real life (For example very strong priming
reduced reaction time in the visual system from 295 to
280 ms (Carreiro et al., 2003)).

Typically, neural-network models of compositional-
ity are expected to have the following properties:

1. Stable representations. To resolve a complex scene,
a neural network must have the ability to maintain
the representation of the elements of this scene for
a duration on the order of magnitude of a second.
Furthermore, a neural network model for composi-
tionality must have a representation for the different
levels of processing. Such representations should
also be stable for a time span on the order of a sec-
ond. The synfire chain model introduced here has
these properties.

2. Dynamic binding mechanism. Representing a com-
plex scene by the composition of its components
calls for a mechanism for binding the above com-
ponents. Hebb introduced the cell assembly model
(Hebb, 1949) as a model for composition. Such
a model assumes that the complete representation
can be decomposed into smaller units, or seman-
tic atoms. Co-activation of a number of semantic
atoms represents a complex semantic entity (in the
toy world, the semantic atoms are the components,
and co-activating CIRCLE and RED will represent
a RED CIRCLE). This family of models was criti-
cized by C. von der Malsburg for having no internal
structure (von der Malsburg, 1981, 1987). In such
models, one cannot distinguish between a situation
in which one sees simultaneously a RED CIRCLE
and a GREEN SQUARE, and the one in which one

sees a RED SQUARE and a GREEN CIRCLE. This
is the superposition catastrophe (von der Malsburg,
1987). The question of how to prevent such a con-
fusions is known as the binding problem (Roskies,
1999; Treisman, 1996, 1999). We showed here that
synchronization among waves in synfire chain does
tag the activities in the appropriate way.

. Regulation of the binding level. The above dy-

namic binding mechanism cannot always prevent
the superposition catastrophe (e.g. when all the pre-
sented entities become bound). Therefore, a mech-
anism for regulating the number of components
which are bound to each other is needed (von der
Malsburg, 1995). We showed that by including in-
hibitory neurons in synfire chains such regulation
may be achieved.

. Hierarchy. The need for hierarchy comes both from

the hierarchical nature of compositionality (e.g., “T-
junction” is formed out of lines, “words” are formed
out of “letters”) and from the hierarchical organiza-
tion of the cortex (Van Essen et al., 1991). The hi-
erarchy must contain a kind of rules which defines
the relations between objects from different levels
(The word ‘CAT” is formed from the letters ‘C’, ‘A’
and ‘T’ at certain locations). In the example used
here (Fig. 16), a second hierarchy level was added,
where the letters ‘T” and ‘L’ are represented. These
rules (or grammar) is embodied in the connections
between ‘T’ and its parts (horizontal and vertical
lines with some relation between both lines) and
connections between ‘L’ and its parts (horizontal
and vertical lines with a different relation).

. Bidirectional stream of information. Resolving a

complex scene involves parallel processing at the
different levels of hierarchy. An efficient usage
of such parallel processing calls for bidirectional
streams of influences (bottom-up and top-down).
In computer vision, the integration of bottom-up
with top-down processing has been a major con-
cern (Ullman, 1989, 1996). Our simulations demon-
strated how this is done with a hierarchical system
of synfire chains.

. Invariance. Relational descriptions are invariant.

This is the basis for many object recognition algo-
rithms. Dickinson et al. (1992) (Example taken from
Bienenstock and Geman, 1994) for instance intro-
duced such algorithm: defining the objects of inter-
est relationally, and often hierarchically, in terms of
the relative positioning of identifiable subparts. The
parts, furthermore, may themselves be defined as
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relational compositions of still more primitive ele-
ments. We have not demonstrated invariance here,
but at least position invariance can be done with
synfire chains.

7. MDL prior. Images are often ambiguous but our eyes
and brain tend to resolve the ambiguity. Sometimes,
complex scene can be resolved as a combination of a
few simple objects, or by one more complex object.
Gestalt theory (Ellis, 1938) summarizes the compe-
tition between a combination of several simpler rep-
resentations and one composite representation by an
economical rule, that involves using as few repre-
sentations as possible. Rissanen’s Minimal Descrip-
tion Length (MDL) principle (Rissanen, 1989) was
used to formulate a probabilistic model for compo-
sitionality (Bienenstock et al., 1997; Geman et al.,
1998; Potter, 1999). We have shown elsewhere that
this may be achieved with synfire chains (Hayon,
2004).

Our simulated neurons are quite simple. However
they come closer to biological reality than the popular
integrate and fire point neuron models. Here synap-
tic effects were modeled by currents rather than volt-
age. The duration and shape of these synaptic currents
mimic the dendritic currents withdrawn from the soma,
rather than the ionic channel currents. After an ac-
tion potential, the membrane is reset by an increase
of potassium conductivity, but the synaptic currents
continue to flow to the soma. This prevents the very
deep after hyper-polarization seen in integrate and fire
models. Our model exhibits a relative refractory pe-
riod and threshold adaptation, which is not included in
typical integrate and fire models. Although we did not
study systematically how crucial these features are to
the performance of the network, we are certain that the
behavior seen here could well conform to the biological
reality of brain activity. The ability to resolve ambigu-
ous scenarios in a hierarchical system of synfire chains
depends on the architecture assumed here. In each area
there are both excitatory and inhibitory connections,
but between areas the connections are only reciprocal
and excitatory. This matches the anatomical reality in
the cortex.

In order to synchronize two synfire chains within a
reasonable time (up to 200 ms) the initial delay between
the two waves should not exceed 20 ms. This timing
might be too tight for some sensory systems. We sug-
gest that this limit might be relaxed if the cross links
have prolonged EPSPs with slow rise times. This is

the case for EPSPs mediated by NMDA receptors that
are more prevalent in excitatory connections between
different cortical areas.

This work did not touch upon several issues. How
are synfire chains generated in the first place? Sev-
eral works attempted to tackle this issue, but the re-
sults are controversial (Bienenstock, 1991; Hertz and
Prugel-Bennett, 1995; Horn et al., 1999). Can the de-
sired cross-links between synfire chains be learned?
This was shown to be feasible (Abeles et al., 1993),
but there is no quantitative analysis of this process.
When the same neurons participate in several pools of
the same synfire chain, activity waves may reverberate
within the chain for a long time (Abeles et al., 1993).
However, it is not clear whether synchronized waves
will reverberate in a synchronized manner under these
conditions.

The simulations shown here treat only ‘toy’ prob-
lems of binding, yet they required a simulation of
50,000 neurons. Any real world problem will require
much larger simulations. This renders the study of such
problems impractical. In a subsequent paper we show
how this situation may be alleviated (Hayon et al.,
2004).
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